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Learning from sparse rewards for
complex tasks is not sample-efficient.
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Can we use the principle of abstraction in
language to guide exploration?
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Effect of A

o Set 4 intelligently to increase sample
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o Large values of 4 lead to unstable
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1.0 -

0.8 -

0.6 -

0.4 -

0.2 5

Learning Curves for Various A

0 o 3
0.015 B 5
0.05 m 10
0.25

0.2 0.4 0.6 0.8
Frames

1.0
%108

35



Relevance Classifier Performance

18 -

16

14 ~

12 -

10 -

Average Decomposition Length

Relevance Classifier Accuracy
1.0 -

0.8 -
0.6 |/
0.4

©  PUTNEXT-MAZE

0.2

Frames

| 00 | | | | 1

% 107 Frames % 107

36



Relevance Classifier Performance

18 -

16 -

14 -

12 -

10 -

Average Decomposition Length

1.0 -

0.8 -

0.4 -

0.2 -

Relevance Classifier Accuracy

5 W

PUTNEXT-MAZE
B SEQUENCE-MAZE

x 107

1 0.0

36






ELLA

0/a &

Expert
RL Agent Task Failure
() coerererererereierer e asaranarans >
/A
Low-Level
Termination Task Completion
Dataset
Subtask Completion
Which subtasks
\ 1) Has any subtask terminated?
terminated?
Termination
Classifier, h¢ 2) Is it relevant?
" Relevance Relevance
Classifier, fr b Dataset, D

38




ELLA

Expert
RL Agent Task Failure
() coerererererereierer e asaranarans >
/A
Low-Level
Termination Task Completion
Dataset
Subtask Completion
Which subtasks
\ 1) Has any subtask terminated?
terminated?
Termination
Classifier, h¢ 2) Is it relevant?
" Relevance Relevance

Classifier, fo =~ Dataset, D

Suvir Mirchandani  suvir@cs.stanford.edu .



mailto:suvir@cs.stanford.edu

